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Abstract: 

How to stimulate employment and the shift from agriculture to industry in developing countries, 
with their young, poor, and underemployed populations? A widespread view is the poor have 
high returns to investment but are credit constrained. If so, infusions of capital should expand 
occupational choice, self-employment, and earnings. Existing evidence from established entre-
preneurs shows that grants lead to business growth on the intrinsic margin. Little of this evi-
dence, however, speaks to the young and unemployed, and how to grow employment on the ex-
tensive margin—especially transitions from agriculture to cottage industry. We study a large, 
randomized, relatively unconditional cash transfer program in Uganda, one designed to stimulate 
such structural change. We follow thousands of young adults two and four years after receiving 
grants equal to annual incomes. Most start new skilled trades. Labor supply increases 17%. Earn-
ings rise nearly 50%, especially women’s. Patterns of treatment heterogeneity are consistent with 
credit constraints being relieved. These constraints appear less binding on men, as male controls 
catch up over time. Female controls do not, partly due to greater capital constraints. Finally, we 
go beyond economic returns and look for social externalities. Poor, unemployed men are com-
monly associated with social dislocation and unrest, and governments routinely justify employ-
ment programs on reducing such risks. Despite huge economic effects, we see little impact on 
cohesion, aggression, and collective action (Peaceful or violent). This challenges a body of theo-
ry and rationale for employment programs, but suggest the impacts on poverty and structural 
change alone justify public investment. 

 

JEL codes:  J24, O12, D13, C93 
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1 Introduction 

The process of development involves a shift in the structure of the economy from agricultural 

to non-agricultural pursuits (Clark, 1951; Fisher, 1945; Kuznets, 1966). This structural change, 

what ignites it, and what holds it back, has preoccupied generations of development economists 

and historians (Acemoglu, 2008; Herrendorf et al., 2013; Kuznets, 1973; Syrquin, 1988). Poli-

cymakers are interested in answers as well. A third of the world’s population is 15 to 34 years 

old and lives in a developing nation. Most are underemployed, and their number is growing 

(World Bank, 2012). The problem of how to expand youth employment, especially non-

agricultural work, in economies with few large firms, is a pressing global concern. 

A chief explanation for underdevelopment is imperfect capital markets (Aghion and Bolton, 

1997; Banerjee and Newman, 1993; Galor and Zeira, 1993; King and Levine, 1993; Piketty, 

1997). In poor rural economies, credit constraints may slow investment in cottage industry or 

skills, as entrepreneurs must save to invest. If there are increasing returns to production, such as 

start-up costs, then credit constraints further slow or even trap the poor in subsistence farming or 

casual labor. If true, infusions of capital should increase occupational choice and spur investment 

and earnings, especially among poor new market entrants such as young people. This paper illus-

trates this claim with a simple model of occupational choice, and tests it with an experimental 

evaluation of a large cash transfer program to young men and women in Uganda. 

Existing microeconomic evidence supports pieces of this theory, but direct evidence of credit 

constraints inhibiting new enterprise growth, occupational choice, and sector shifts is rather thin. 

A large literature has established that the poor have limited access to credit and insurance 

(Banerjee and Duflo, 2005; Karlan and Zinman, 2009; Townsend, 2011). Several experiments 

find high returns to grants of cash and in-kind capital to established business owners and farmers, 

especially among males (de Mel et al., 2008; Fafchamps et al., 2011; Udry and Anagol, 2006). 

These studies, however, mainly assess growth on the intensive margin. Growth in the size, 

productivity and formality of existing firms is a crucial element of modern economic growth 

(Kuznets, 1973), but it doesn’t speak to the unemployed, to employment growth on the extensive 

margin, or to occupational change, especially the transition from farming to cottage industry.  

There is a growing body of evidence on interventions targeting the poorest, but the impacts on 

income growth, occupational change, and sector shifts (and the role of credit constraints) are am-

biguous. First, several microfinance experiments show, broadly speaking, increased borrowing 
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and investment in existing household enterprises (such as livestock raising), but little systematic 

effect on new enterprise growth, profits, or structural change studies (Angelucci et al., 2012; At-

tanasio et al., 2011; Augsburg et al., 2012; Banerjee et al., 2013; Crépon et al., 2011).  

Second, several experiments study the impacts of giving ultra-poor rural people livestock, 

skills training, and income support. Generally speaking, over two to three years these programs 

increase assets and food security, but produce limited growth in agriculture, new businesses, or 

incomes (Banerjee et al., 2010; Goldberg, 2013). One exception is a study of Bangladeshi wom-

en by Bandiera et al. (2013). Alongside a rise in incomes, they see a shift in occupation within 

agriculture, from farm labor to rearing one’s own livestock. 

Finally, a large number of experiments study conditional cash transfer (CCT) programs, 

which tie transfers to child health and schooling obligations. Unfortunately, these seldom exam-

ine effects on investment or enterprise (Fizbein et al., 2009). The few that do reach opposing 

conclusions.1 However, in at least one CCT program—Progresa in Mexico—there is evidence of 

an increase in self-employment as the transfers relieved financial constraints on credit and risk 

(Bianchi and Bobba, 2013; Gertler et al., 2012). 

One could draw pessimistic conclusions on the potential for credit, asset, or cash transfers to 

change occupations and economic structure. It is possible that the role of credit constraints is 

overstated, or that other constraints bind the poor, such as self-control problems or social obliga-

tions and sharing norms (e.g. Banerjee and Mullainathan, 2009; Field et al., 2010). At the same 

time, these interventions may not offer an ideal test. With microcredit, for example, high interest 

rates, abrupt repayment plans, and low tolerance for default may mean that the credit constraint 

is not relaxed. Ultra-poor programs, meanwhile, constrain initial investments to livestock, which 

may not be the highest-return new enterprise, and may even impede sector change. Finally, it’s 

possible that the framing and conditionality of CCTs constrain productive investment. 

Ideally, we would like evidence on the effects of unconditional cash transfers on the poor, 

with attention to employment growth on the extensive margin—similar to the evidence on inten-

sive growth with established entrepreneurs discussed above. To test the role of credit constraints, 

moreover, we can try to go beyond average treatment effects, and use rich pre-intervention data 
                                                
1 Two Nicaraguan experiments find no significant effect of the CCT on earnings and non-agricultural production 
(Macours et al., 2012; Maluccio, 2010) while a Mexican evaluation of the Progresa program estimates about a quar-
ter of a conditional transfer was invested in informal enterprise (Gertler et al., 2012). 
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to identify the heterogeneous responses to treatment consistent with alternate constraints. Our 

model predicts, for instance, that if credit constraints bind then transfers should have the largest 

impacts on the poorest, the most able, the most patient, and those without an enterprise.2 

We study an experimental program in Uganda’s relatively underdeveloped north. In 2008 the 

government distributed cash transfers worth $382, roughly a year’s income, to thousands of poor 

and underemployed youth aged 16 to 35. The government’s explicit aims were to expand skilled 

non-agricultural employment, reduce poverty, and spur catch-up of the north with the rest of 

Uganda. The grants were unconditional, with two qualifications. First, the transfer was framed as 

an enterprise start-up program and (although it was understood there was no official monitoring 

of compliance) youth had to submit proposals for how they would invest in a trade. Second, part-

ly for administrative efficiency, youth had to apply in small groups. Funds were distributed as a 

lump sum, which the group distributed among members, or spent together.  

We collect data on a large sample over a long panel. From many thousand applicants, the 

government screened and selected 535 groups (about 12,000 youth, a third female). The average 

youth reported 19 hours a week and earned less than a dollar a day. The government randomly 

assigned 265 groups to the intervention. We survey a panel of 2,675 treatment and control youth 

three times: at baseline and two and four years post-intervention. While this is not very “long 

run” from the perspective of economy-wide structural change, it is longer run data than available 

from many program evaluations, and offers a window into the early stages of structural change. 

This intervention offers several other advantages—large, relatively unconditional cash trans-

fers; a long horizon; and a large sample of people of varying ages, poverty levels, and existing 

business ownership. In addition, our sample is in Africa, where we have little data of this nature.  

In line with our model, treated youth invest most of the grant in skills and business assets. Af-

ter four years, they are 65% more likely to practice a skilled trade, mainly small-scale industry 

and services such as carpentry, metalworking, tailoring, or hairstyling. They have much higher 

business capital stocks and earn high returns—real earnings are 49% greater than the control 

group after two years and 41% after four years. Real earnings continue to grow over the full four 

years. They are also about 40% more likely to keep records, register, and pay taxes.  

                                                
2 De Mel et al. (2008) make a similar argument and finds some evidence to this effect among existing Sri Lankan 
entrepreneurs. Otherwise the evidence from heterogeneous treatment effects is fairly thin. 
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Further evidence of capital constraints comes from the fact that, in spite of the large income 

gains, labor supply increases 17%, almost entirely in these skilled trades. Farm work stays the 

same, and (at least after four years) these new skilled trades are mainly part-time occupations.  

Patterns of treatment heterogeneity are also consistent with initial credit constraints, as the 

gains are largest among those with the fewest initial assets and access to loans, and the more pa-

tient and risk averse. Performance also improves with group’s cohesion and homogeneity, sug-

gesting that the group design could promote higher investment and returns. 

In contrast to studies of existing entrepreneurs, however, women in this program earn high re-

turns. In fact, the impact on females is actually greater in relative terms: after four years, treated 

female incomes are 84% greater than female controls (compared to a 31% relative gain for men). 

We also see evidence that credit constraints were more detrimental to young and unemployed 

women, and that without access to capital they are more likely than males to find themselves in a 

poverty trap—over the four years, males in the control group begin to catch up to their treated 

peers in investments and earnings, while females in the control group have largely stagnant capi-

tal stocks and earnings. The cash infusion produces a relative takeoff for women. 

Finally, we examine non-economic impacts. Focusing on economic returns alone ignores po-

tentially large social externalities to employment creation. Most governments (including Ugan-

da’s) have a second central motive for fostering employment: social cohesion and stability. Poor, 

unemployed young men are thought to weaken social bonds, reduce civic engagement, and 

heighten instability (e.g. Becker, 1968; Blattman and Miguel, 2010; Collier and Hoeffler, 1998; 

Goldstone, 2002; World Bank, 2012). We review a range of economic, political and psychologi-

cal theories that support this view, theories bolstered by an abundance of evidence that incomes 

are correlated with social stability. Little of this evidence is causal, but if it’s correct, it could jus-

tify larger public investments in occupational growth and change. 

In spite of the large economic impacts, however, we see little experimental effect on our 

measures of social change. We collect a broad range of self-reported measures of family and 

community integration, community and national collective action, aggression, disputes with au-

thorities, and attitudes toward and participation in violent protests. Although some of these are 

positively correlated with (non-experimental) changes in poverty and employment in our panel, 

the experimental treatment effects are small, close to zero, and not statistically significant.  
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Overall, these findings speak to a number of questions and literatures. First, we provide some 

of the first micro-level evidence for macro theories of development that emphasize how low in-

come and credit constraints hold back occupational choice and economic structural change, in 

this case the transition from agriculture to cottage industry (Aghion and Bolton, 1997; Banerjee 

and Newman, 1993; Clark, 1951; Fisher, 1945; Galor and Zeira, 1993; Kuznets, 1966).3   

Second, our evidence strengthens the case that women can be successful entrepreneurs. This 

is important because, while the existing evidence is optimistic that women invest income gains in 

children and pro-socially (e.g. Duflo, 2012), it is pessimistic about women’s ability to invest aid 

to increase lifetime earnings (e.g. Cho et al., 2013; e.g. Fafchamps et al., 2011; Field et al., 

2010). In this view, women’s investment and occupational choice is constrained by social mores 

or pressure to share windfalls. Our results suggest a cash transfer is sufficient to create sustained 

growth in women’s earnings. Our results could be a product of the context, or the fact that this is 

a poorer and unemployed (i.e. more constrained) population. Since the female impacts take four 

years to emerge, however, our findings may be a product of a longer-than-usual panel. 

Third, returns are high in spite of the intervention’s emphasis on investing in vocational train-

ing. The evidence on job training programs in the US, Europe and Latin America is famously 

pessimistic (e.g. Card et al., 2009), even in the very rare cases of low-income countries (Cho et 

al., 2013). Our evidence suggests that capital is the binding constraint and providing the means to 

purchase skills and tools was crucial to success in trades. 

Finally, while the economic case is strong, the social externalities (at least the ones we meas-

ure) are not. It may be that the theoretical links between poverty and social instability are weaker 

than generally believed, or that third forces drive a spurious correlation between violence and 

poverty. Other experiments by one of the authors come to similar conclusions (Blattman and 

Annan, 2011; Blattman et al., 2013). Ultimately, more causally identified evidence is needed. 

Other important questions for future research are the extent to which the framing and design 

of the intervention (an unenforced “pre-commitment” to invest funds) and the group nature of 

                                                
3 There is little evidence of growth on the extensive margin or non-traditional sectors, especially changes of these 
magnitudes, but (as noted above) three recent papers draw conclusions related to ours. Bandiera et al. (2013) show 
that livestock transfers shift occupations within the agricultural sector from labor to livestock-rearing. Bianchi and 
Bobba (2013) use observational data to show how CCTs enable a small shift to self-employment, though the sectoral 
shift is unclear. Macours et al. (2012) show that a grant on top of a CCT modestly increases non-farm earnings. 
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disbursement drove high levels of investment. We discuss related work in Uganda, however, that 

indicates monitoring and accountability has little impact on investment (Blattman et al., 2013).  

Overall, the results suggest that aid or domestic redistribution can increase economic efficien-

cy and growth if it is used to relieve constraints on the underemployed. Unconditional cash 

grants are not only an effective mechanism to do so, but are likely to be significantly cheaper to 

implement than CCTs or asset transfers. Unfortunately, we see few effects on social stability, so 

the case for such public investments is this economic one alone. 

2 Intervention and experimental design 

Uganda is a landlocked East African nation of roughly 36 million people. Growth took off in 

the late 1980s with the end to a major civil war, a stable new government, and reforms that freed 

markets and political competition. The economy grew an average of 7% per year from 1990 to 

2009, putting per capita income 8.5% ahead of the sub-Saharan average (World Bank, 2009).  

This growth, however, was concentrated in the south and central regions. The north, home to 

a third of the population, lagged behind, largely because it was plagued by insecurity from the 

1980s until about 2006. In the north-central region, an insurgency lasted from 1987 to 2006. 

Conflicts in south Sudan and Democratic Republic of Congo also fostered insecurity in the 

northwest, while cattle rustling and armed banditry persisted in the northeast. In 2003, however, 

peace came to Uganda’s neighbors and Uganda’s government increased efforts to pacify, control, 

and develop the north. By 2006, the military pushed the rebels out of the country, began to dis-

arm cattle-raiders, and increased control. The northern economy began to catch up. 

The centerpiece of the government’s northern development and security strategy was an cash 

transfer program hundreds of millions of dollars in size, the Northern Uganda Social Action 

Fund, or NUSAF (Government of Uganda, 2007). Starting in 2003, communities and groups 

could apply for cash transfers for either community infrastructure construction or income support 

and livestock for the “ultra-poor”. After some years, however, the government decided to do 

more to boost non-agricultural employment and expand small industry and trades. To do so, in 

2006 it announced a new NUSAF component: the Youth Opportunities Program (YOP).  
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2.1 The YOP Intervention  

The intervention offered young adults aged roughly 16 to 35 the opportunity to apply to their 

district government for large cash grants. The express goal was to allow them to shift from agri-

culture and casual labor into semi-skilled “cottage” manufacturing and services—trades such as 

woodworking, metalworking, tailoring, and hairstyling.  

These were largely unconditional transfers, with two exceptions. First, youth were required to 

form and apply in small groups. Groups ranged from 10 to 40 youth, with an average size of 22. 

One reason is administrative convenience: it was easier for the government to verify and disburse 

to a few hundred groups rather than thousands of people. Another reason is that, in the absence 

of official monitoring, group decision-making could act as a commitment device. We return to 

the theoretical effects of the group design below. 

Second, groups had to submit a proposal that specified member names, a management com-

mittee of five members, the trade they proposed to train and practice in, the assets they would 

purchase, and a budget. “Facilitators”—usually a local government employee or civil society 

member—helped groups prepare proposals. In practice most groups proposed just one or two 

trades and selected their own training organizations, typically a local artisan or small institute.  

Successful groups received a lump transfer to a bank account in the names of the management 

committee, with no government role thereafter. Groups were responsible for disbursing funds, 

accountable only to each other. There was no central monitoring or enforcement. As this is one 

of the largest, most well known aid programs in the country, in place for several years before this 

study, applicants were most likely aware of this absence of official accountability.  

The average transfer was $7,497 per group, or $382 per member in 2008 dollars and exchange 

rates ($763 at PPP rates). This per capita grant is roughly equal to a youth’s baseline annual in-

come. Per capita grant size varied across groups, however, with 80% between $200 and $600. 

Variation is driven by differences in group size and amount sought (see Web Appendix A). No 

more than one group in a community was funded, and these small towns are large enough (typi-

cally hundreds or thousands of households) that general equilibrium impacts are likely small. 

2.2 Participants 

Tens of thousands of people applied. Half of all groups existed previously, as sports or reli-

gious or community youth clubs. While youth self-selected into the program, the government 
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also gave financial incentives to local leaders to mobilize and help youth to develop proposals. 

This resulted in a large number of poorer, less educated youth entering the pool. Hundreds of 

groups were funded before this study (all outside our sample of communities). In 2007 the gov-

ernment had funds for 265 more groups in 13 districts. It asked each district to nominate two to 

three times as many groups as there was funding, and audited submissions. We observe 535 

groups after this screening. Figure I presents groups per parish (an administrative unit including 

about a dozen villages). Web Appendix A describes more selection and design details. 

A third of group members are female. The average applicant was above the average wealth 

and education level in the north but most are poor by any measure—a quarter did not finish pri-

mary school, baseline incomes average about a dollar a day, and they report less than 19 hours of 

employment a week at baseline (full baseline statistics in Web Appendix B).4   

Credit constraints are severe. Few formal lenders had a presence in northern Uganda at the 

time of the intervention. Village savings and loan groups were common, but loan terms seldom 

extend beyond two months with annual interest rates of 100 to 200%. Just 11% of the baseline 

sample had savings, $22 at the median. A third had loans, under $6 at the median, mainly from 

friends and family. Less than 10% borrowed from an institution, just $17 at the median. 

Farming and animal husbandry are the most common occupation. For instance, by 2012, the 

control group spent 43% of all work hours in agriculture. Northern Uganda has relatively low 

levels of land and income inequality. Farming is rudimentary, a mix of subsistence and small 

cash crop production, on small rain-fed plots with little equipment or inputs. Otherwise, 22% of 

employment hours are in low-skill non-agricultural work (such as petty trade or casual labor), 

and 14% in skilled non-agricultural work (such as tailoring, carpentry, or salaried jobs like teach-

ing). Web Appendix B lists detailed occupational statistics at baseline and the four-year endline. 

2.3 Experimental design and estimation 

Given oversubscription, we worked with the government to randomly assign 265 of the 535 

groups (5,460 individuals) to treatment and 270 groups (5,828 individuals) to control, stratified 

                                                
4 We compare our 2008 baseline data (described below) to representative surveys: the 2004 Northern Uganda Sur-
vey (NUS), the 2006 Demographic Health Survey (DHS), and the 2006 Uganda National Household Survey 
(UNHS). Compared to their age cohort, our sample were four times more likely to have had some secondary and 15 
times less likely to have no education. They are also more likely to own assets like mobile phones and radios. 
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by district. Despite the scale of the intervention, we judge spillovers unlikely: The 535 groups 

were spread across 454 towns and villages, in a population of more than 5.4 million. Overall, 

baseline variables are balanced, although there is modest imbalance on baseline wealth and sav-

ings variables, with treatment group members slightly wealthier (details in Web Appendix B).  

We define treatment compliance narrowly: all individuals in the group are coded as compli-

ers, or “treated”, if administrative records indicate the group received the transfer and if our sur-

vey indicates those funds were not diverted by district officials. 29 groups (11%) were not treat-

ed: 21 could not access funds due to unsatisfactory accounting, bank complications, or collection 

delays; and 8 groups reported they never received due to some form of diversion.  

Our preferred ATE estimator is the average treatment effect on the treated (ATT), where be-

ing treated, Tij, is instrument with the random assignment to treatment, Aij. Non-compliance is 

small and unsystematic, so ATT and intention to treat (ITT) estimates are similar. We have data 

at baseline (t = 0), and the 2- and 4-year endlines (t = 1,2) for each person i in group j and district 

d. We estimate the 2-year ATE (θ1) and the 4-year ATE (θ1 + θ2) jointly, as follows: 

Yijtd = θ1Tij + θ2[Tij × 1(t = 2)] + β1Yij0 + β2Xij0 + β31(t = 2) + αd + ρj + ei + εijt  (1a) 

Tijtd = π1Aij + π2[Aij × 1(t = 2)] + δ1Yij0 + δ2Xij0 + δ31(t = 2) + γd + νj + ui + µijt (1b) 

where Yijtd denotes an outcome variable at time t. Xij0 is a pre-specified set of baseline covariates 

(used to correct for any covariate imbalance), αd and γd are stratum (district) fixed effects, ρj and 

νj are group error terms (i.e. accounting for clustering), ei and ui are individual error terms (since 

there are two observations per individual for t = 1,2), and εijt and µijt are i.i.d. error terms. We 

will show alternative estimators have little material effect on the findings and conclusions. 

3 Theory 

In well-functioning markets, entrepreneurs choose their capital stock so that the marginal re-

turn equals the market interest rate. If they receive a cash windfall, investing it would drive mar-

ginal returns below that interest rate. The optimal strategy is to consume and save it. A windfall 

of capital goods forces suboptimal investment. Earnings rise until the entrepreneur divests. Thus 

transfers will not increase investment and profits unless there are market imperfections.  
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Market imperfections are commonplace, of course, especially credit markets. Our theory and 

tests focus on credit imperfections given the severe credit issues in northern Uganda highlighted 

above. Insurance market failure is also an important potential imperfection, and we discuss and 

analyze the role of risk below. We focus on credit imperfections, however, for two reasons. First, 

a single cash windfall is better suited to test credit market rather than insurance market imperfec-

tions (Bianchi and Bobba, 2013). Second, risk and imperfect insurance is most relevant when 

entrepreneurs choose between a safer, low-return activity and a riskier, high-return activity. In 

northern Uganda, however, skilled trades appear to have similar or lower risk than more tradi-

tional occupations. For instance, as discussed below, treatment slightly reduces the standard de-

viation of earnings compared to the full sample at baseline or the control group at endline. 

3.1 A simple model of occupational choice with cash transfers under credit constraints 

Setup—To structure our thinking we develop a simple two-period model of occupational 

choice in imperfect markets: there is no borrowing possible and production faces non-convexities 

(start-up costs) with inputs. Individuals have initial wealth w. Everyone can perform unskilled 

labor and earn a fixed y each period, or to become an entrepreneur, and earn f(A, K), where f is a 

production function increasing in inherent ability, A, and capital stock, K. Becoming an entrepre-

neur has a fixed cost F ≥ 0, which does not go into productive capital. Existing entrepreneurs 

have already paid F and have initial capital, K0 ≥ 0.5 

Individuals save s at interest rate 1 + r. To model credit constraints we assume r = 0 and that 

people cannot borrow. While a simplification, these assumptions are not farfetched: real interest 

rates on savings are often negative due to fees and inflation, and borrowing is prohibitively cost-

ly, as we note above. Adding borrowing at high rates would not change our conclusions. 

In this setup, individuals choose s and K to maximize their (concave) utility function, U = 

u(c1) + δiu(c2), where ct is consumption in period t and δi is individual i’s discount rate. “Labor-

ers” solve U s.t. c1 + s = y + w, and c2 = y + s. “Budding entrepreneurs” solve U s.t. c1 + s + F + 

                                                
5 The model was developed jointly with Julian Jamison and is shared by a related study of poverty alleviation in 
Uganda (Blattman et al., 2013). It could be considered a two-period version of the one-period investment model in 
de Mel et al. (2008), and is influenced by a two-period microcredit model presented in an early unpublished version 
of Banerjee et al. (2013). Bianchi and Bobba (2013) develop a similar two-period model that more formally incorpo-
rates risk, and assumes that the non-entrepreneurial activity is less risky.  
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K = y + w, and c2 = f(A, K) + s. Finally, “existing entrepreneurs” solve U s.t. c1 + s + K = f(A, K0) 

+ w, and c2 = f(A, K + K0) + s. All are also constrained by s ≥	  0, by our assumption.  

Implications—Figures II-IV illustrate a stylized solution. Figure II ignores existing entrepre-

neurs and looks at initially low w individuals (wL) who are laborers in period 1 and may choose 

to be entrepreneurs in period 2. Point E represents the endowment, and saving corresponds to the 

-45° line from E to the vertical axis. If they start an enterprise, they pay F and invest K, which 

pays f(A, K) in period 2. We assume f(⋅) is concave (i.e. decreasing returns) and is increasing in 

both A and K. Figure II depicts a relatively high-ability entrepreneur with high potential returns. 

Considering the wL case, we can see that different indifference curves (corresponding to high 

and low discount rates, δH and δL) will lead to different choices between labor and enterprise, 

with entrepreneurship more likely among the patient. If δ and w are low enough, individuals will 

consume and produce at E. Entrepreneurship is more attractive with larger is A and smaller is F.  

Next consider the higher wealth case, wH. This could represent receipt of a cash windfall. Fix-

ing A, there is a smaller range of δ for which the agent will choose to be a laborer: patience or 

ability would have to be especially low. Intuitively, everyone wants to smooth their consumption 

unless they're very impatient. The higher is w, the more individuals want to smooth, and capital 

investment typically gives a better return than saving (depending on A).  

Figure III illustrates the difference between high and low ability (AH and AL). While magni-

tudes depend on the shape of production and utility, we still see a few general patterns. Patient 

individuals remain laborers if the returns to their ability are low enough. Generally, higher ability 

and patience people should come with a larger increase in period 2 earnings and consumption.  

Figure IV considers existing versus budding entrepreneurs, focusing on high ability individu-

als. They have paid F and so their production function shifts right. Cash transfer impacts on peri-

od 2 earnings and consumption is lower for existing entrepreneurs, especially less patient ones. 

Do larger grants result in more investment and earnings?—Recall that there are wide ranges 

in per person grants. We should not necessarily expect proportional increases in investment and 

earnings, however. Entrepreneurs invest until the marginal return to capital (MRK) equals the 

marginal rate of substitution (MRS) between periods (since we assumed r = 0). For small enough 

grants, MRK>MRS, and investment and income will increase with grant size. Once MRK=MRS, 

however, any additional windfall will be consumed or saved. Overall, we should expect to see 
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some relationship between grant size and returns (especially if the grant request and potential 

returns are positively correlated) but if the MRK falls quickly enough, this relation will be weak. 

Risk—Another potential market imperfection is imperfect insurance. When individuals are 

risk averse, investment is less attractive because the certainty equivalent of uncertain income is 

less than the expected value. Given a cash windfall, more risk-averse individuals will be less 

likely to invest it if the new investment is riskier than the current occupation. Thus the impacts of 

cash transfers may decrease in risk aversion.6  

Our data suggest that the standard deviation of log income for skilled professions is no greater 

than that of agricultural or low-skill occupations, comparing treated individuals before and after 

treatment, or comparing treatment and control post-treatment (not shown). This mitigates the ef-

fect of risk aversion. Nonetheless, to the extent people do not know their post-treatment returns, 

risk aversion should continue to play some of the predicted role. 

3.2 Possible effects of group disbursement 

Groups could play three possible roles. The first is negative: we may worry that leaders cap-

ture grants. Second, and more optimistically, groups may act as a commitment device in the 

spending of the windfall. For instance, the group commonly made payments for training and 

tools all together. Peer pressure may also promote investment. In our model, this could reduce 

the role of individual time preferences, δ, in the likelihood people pay F to become entrepre-

neurs. It is less likely, however, that the group affects longer-term re-investment of retained earn-

ings. Over time, including our 4-year timeframe, patience should play a stronger role: low-

patience individuals will be more likely to divest or let assets depreciate without reinvestment. 

Eventually they should resemble the low-patience existing entrepreneurs in Figure IV. This is the 

same position we would expect them to occupy if the windfall is large relative to F, in which 

case even low patience individuals have the incentive to pay F and become entrepreneurs. 

Finally, groups may offer production complementarities. Most post-intervention enterprises 

are individual rather than group-based, so individual production functions probably remain the 

                                                
6 Proofs available on request. See de Mel et al. (2008) for an analogous one-period model that illustrates this point.  
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right framework for thinking about intervention impacts.7 But some groups share tools and phys-

ical capital (e.g. a building, or high-value tools), which could increase returns. 

It is easiest to test the elite/leader capture hypothesis, as we can test for disproportionate in-

vestments and profits (as well as ask other group members). The other hypotheses are not direct-

ly testable. Nonetheless, we can look for indirect evidence based on baseline data on group quali-

ty, cohesion and composition. In particular, we hypothesize that the extent to which groups act as 

effective commitment devices and effectively share tools and raise shared capital (and returns) is 

increasing in levels of group cohesion and quality. 

3.3 Should we expect high returns from this intervention? 

The government’s program design raises several concerns. First, youth were constrained from 

proposing alternatives to a skilled trade (e.g. grain mills or mining equipment), and so trades 

might be suboptimal choices for some. Second, it is not clear the most common vocations—

carpentry, hairstyling, and especially tailoring—yield high returns. In particular, women in 

Uganda tend to choose strikingly “gender stereotypical” trades, mainly hair salons and tailoring. 

Finally, even if a handful of tailors could make a living, can most of the small towns in our study 

support 20 new tailors? As we will see below, most groups trained in the same trade, often in 

small towns of 500 to 2000 households (though larger towns are in our sample). If true, all of 

these forces should depress returns to capital from the intervention, or increase incentives to de-

viate from the proposed budget to save and consume (especially the larger grants) or invest in 

non-vocational businesses. In Figures II-IV, this is analogous to reducing the slope of the pro-

duction function, reducing investment, entrepreneurs, and period 2 incomes. 

4 Data and measurement 

The 535 eligible groups contained nearly 12,000 members. We survey a panel of 2,675 people 

(five per group) three times over four years. We first conducted a baseline survey in February 

                                                
7 After two years, 14% of the treated report coming together for income-generating activities on a daily basis, and 
30% report coming together once a week for this purpose. Of those that come together daily, 75% report some 
shared tools while 85% of those that come together weekly report some shared tools. 
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and March 2008. Enumerators were able to locate 522 of the 535 groups.8 They mobilized group 

members—typically about 95% were available—to complete a group survey that collected de-

mographic data on all members as well as group characteristics. We randomly selected five of 

the members present to be surveyed and tracked them over future years.  

The government disbursed funds July to September 2008. Groups began training shortly 

thereafter, and most had completed training by mid-2009. We conducted the first “2-year” end-

line survey between August 2010 and March 2011, 24-30 months after disbursement. We con-

ducted a second “4-year” endline survey between April and June 2012, 44-47 months after. 

We attempted to interview all 2,675 people each round. Initially, we made one to two at-

tempts to find every person at their last known location. We then selected a roughly 50% random 

sample of unfound people (e.g. migrants) for intensive tracking, often in another district. The ef-

fective response rate is 91% after two years and 84% after four.9 Though these attrition rates are 

low relative to most panels of this length, there is a slight correlation with treatment status: the 

treated were 5 percentage more likely to be unfound after two years (significant at the 1% level) 

but 3 percentage points less likely after four years (not significant). Attrition is slightly higher 

among males, but otherwise relatively uncorrelated with baseline data, suggesting that it is rela-

tively unsystematic. Web Appendix C describes these levels and correlates of attrition in detail. 

4.1 Main economic outcomes 

We have three main, pre-specified outcomes of interest motivated by the model: investment; 

occupational choice/levels; and income. Summary statistics and simple treatment-control differ-

ences are presented in Table I. The survey also measured several pre-specified secondary out-

comes, all of which are presented in Table I or the Appendices to avoid selective reporting.10 

                                                
8 Across all three survey rounds we were unable to locate 12 of the 13 missing groups, suggesting they may have 
been fraudulent “ghost” groups that slipped through the auditing process. Unusually, all 13 missing groups had been 
assigned to the control group and so received no funding. This appears to be a statistical anomaly. District officials 
and enumerators did not know the treatment status of the groups they were mobilizing. 
9 We conduct two-phase tracking, where all respondents are sought in Phase 1 and Phase 2 selects a random sample 
of unfound respondents and makes three attempts them to track them to their current location. Phase 2 respondents 
receive weight in all analysis equal to the inverse of their sampling probability. This sampling technique optimizes 
scarce resources to minimize attrition bias (Gerber et al., 2013; Thomas et al., 2001). See Web Appendix A for a 
study timeline and Web Appendix C for analysis of attrition rates and patterns.  
10 The distinction between primary and secondary outcomes, and their pre-specification, comes from (i) the model, 
(ii) a pre-analysis plan created before designing the 2-year endline survey, and (iii) the formal analysis of 2-year 
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To measure investment, respondents self-report the Hours of training received between base-

line and the 2-year endline (2Y) and their estimate of the Real value of their business asset stock 

(the sum of the value of all raw materials, tools and machines) in real 2008 Ugandan Shillings 

(UGX). We measure skills and capital separately and in different units because we could not ob-

tain reliable individual estimates of the training cost in the endline survey, and because groups 

disbursed funds among members in diverse ways and seldom keep records.  

To measure occupational choice and employment levels, we construct indicators for whether 

the person’s Main economic activity is non-agricultural, and whether they are engaged in any 

Skilled employment—including trades and salaried higher-skill wage work (such as teaching) but 

excluding non-agricultural casual labor or petty business (See Web Appendix B breakdowns by 

occupation). We also look at levels of employment through the Hours of agricultural work in the 

past 4 weeks, Hours of non-agricultural work in past 4 weeks, and Total employment hours.  

Our main income measure is monthly Net earnings, in real 2008 UGX. We ask respondents to 

estimate their gross then net earnings for each business activity and calculate the sum over all 

activities. Since earnings can be a noisy measure of permanent income, we complement it with 

three other measures. First, we construct an Index of wealth z-score using 70 measures of land, 

housing quality, and durable assets. At 4 years we also have a measure of Short-term expendi-

tures in UGX based on 58 types of short-term non-durable expenses. Finally, we measure Sub-

jective well being by asking respondents to place themselves (relative to the community) on a 9-

step ladder of wealth. Web Appendix D has more measurement details on main outcomes and 

Web Appendix E describes secondary economic outcomes, some of which are listed in Table I. 

4.2 Measurement error and ATE estimation 

Since outcomes are self-reported, we will overestimate the ATE if the treated over-report well 

being due to social desirability bias, or if the controls under-report outcomes in the hope it will 

increase their chance of future help. This is unlikely for two reasons. First, misreporting would 

have to be highly systematic: income and employment was collected through more than 100 

questions across 25 activities, and assets and expenditures were calculated from more than 150 

                                                                                                                                                       
results, all of which the authors documented in a World Bank discussion paper (Blattman et al., 2011). Thus the 
most strongly and officially pre-specified results are the 4-year ones. 
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questions. Second, we would also expect to see such bias appear in the social outcomes, but (as 

we will see below) we observe no treatment effects there. Misreporting would have to be con-

fined to economic outcomes alone to bias our results. 

Another source of measurement error comes from extreme values. All our UGX-denominated 

outcomes have a long upper tail, and extreme outliers are highly influential in any ATE. We take 

three steps to minimize this problem: first, we top-code all UGX-denominated variables at the 

99th percentile; second, we examine the ATE of the logged value.11 Third, in the Web Appendix, 

we examine treatment effects at the median and other quantiles. 

5 Results of the intervention 

5.1 Investment 

Most of the treated enroll in training, and a majority of the transfer is spent on fees and dura-

ble assets. Table II displays 2- and 4-year ATEs for investments, estimated using Equation 1. It 

also displays ATEs by gender. In each case we show the control group mean and the percentage 

change represented by the ATE.12 

Skills training—Between baseline and the 2-year endline, 76% percent of the treated enrolled 

in technical or vocational training, compared to 15% of the control group. Treated males and fe-

males have similar enrolment levels. On average, being treated translates to 389 more hours of 

training than controls (Table II). The effect is almost identical for males and females.  

Most groups (85%) train in a single skill, and most pursue the same few trades. Among the 

treated, 38% train in tailoring, 24% in carpentry, 13% in metalwork, and 8% in hairstyling. 

Women predominantly choose tailoring and hairstyling. Of the 15% of control group members 

who get training (in spite of not receiving a cash grant) most train in the same skills as the treat-

ed, though the trainings tend to be much shorter. About 40% of these pay their own way, and the 

rest receive training from a church, government extension office, or non-governmental organiza-

                                                
11 Since some respondents report zero earnings or consumption, for a UGX-denominated variable x we actually cal-
culate log(100 UGX + x), where 100 UGX is the smallest unit of Ugandan currency (about five cents). In Web Ap-
pendix I we show the results are robust to a standard log transformation or other non-linear transformations defined 
at zero, such as the inverse hyperbolic sine. We use log(100+x) in this paper mainly for its ease of interpretation. 
12 For logarithmic dependent variables with ATE estimate θ, this is calculated as exp(θ – ½Var(θ)) – 1. 
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tion (NGO). Thus, even among controls motivated enough to apply, just 6% could self-pay the 

vocational training absent a transfer. Web Appendix F has further analysis of training choices. 

Capital investments—We also see a large initial increase in capital stocks, flattening out 

among the treated (or even declining slightly) between the 2- and 4-year endlines. Figure V illus-

trates cumulative distribution functions (CDF) for the natural log of the stock of business capital, 

including goods and tools. In Figure Va, we see that the distribution of capital is greater for 

treated males and females, but that there is some catch-up by the control group after 4 years (es-

pecially a fall in the number reporting no capital).  

From Table II, the control group reports UGX 299,400 ($174) of business assets at the 2-year 

endline and 392,400 ($228) at the 4-year (larger among males than females). The treated report 

470,950 ($274) more stock after two years, a 157% increase over the control group, and 200,641 

($117) more after four years, a 51% increase over the control group. These control means and 

level ATEs are pulled up by extreme values, however. Since capital stock is roughly log-

normally distributed, we also look the log of the stock. We see a 1.84 log point increase in busi-

ness assets after two years and a 1.033 log point increase after four. 

What proportion of the grant was invested?—Treated groups reported that approximately a 

third of the YOP transfer was spent on fees for skills training. The ATE on business asset stock 

is 70% of the average per person grant. This capital stock includes reinvested earnings, however, 

and so overstates investment of the initial grant. Nonetheless, it indicates a majority of the grant 

reflected investment in becoming a skilled entrepreneur. Either self-control issues are less preva-

lent than often feared (at least with large transfers), or the intervention design—the proposal or 

group organization—may have acted as a commitment device. We return to this question below. 

Other aid received—Finally, we check whether treatment or control group members were 

more likely to receive other forms of government or NGO aid. At the 2-year survey we asked 

respondents whether they had received other financial assistance or programs and its approxi-

mate value. We do not see a statistically significant difference (Table II). 

5.2 Employment and occupational choice 

With these investments, we see a shift in occupational choice towards skilled work and cottage 

industry (Table III). After 4 years, 29% of the control group reports their main occupation (by 

hours) is non-agricultural (unskilled or skilled). Treatment increases this proportion 11 percent-
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age points (pp), or 38% relative to controls. This change is proportionally much greater among 

females (a 51% relative increase). 42% of the control group does any skilled non-agricultural 

work at all (i.e. trades or skilled salaried work), and treatment increases this by 27.5 pp, or 65%. 

Again, the proportional change is much larger among females (122% relative increase). 

This shift does not come at the expense of agriculture. After 4 years, the both treated and con-

trol youth spend roughly 19 hours a week on some form of agriculture. On average, controls 

spent an additional 16.5 hours per week on all non-agricultural activities, but just 7 of these are 

in skilled trades or high-skill salaried work (see Web Appendix B for a detailed breakdown). 

Treatment has almost no effect on agricultural hours, but increases non-agricultural hours by 5 

hours to a total of 22 hours per week (a 33% increase relative to controls), proportionally much 

greater among women (80%). This is entirely concentrated in high-skill activities, a 73% in-

crease relative to controls. This ATE is roughly constant between the two- and four-year surveys. 

While treatment is clearly tipping more people into high-skilled employment, this high-skilled 

employment is only occupying just 26% of the average treated person’s employment per week. 

We also don’t see evidence this amount is growing from two to four years (though, as we see 

below, incomes and hourly wages are growing from this activity over the same period, implying 

productivity is improving). A modest number are completely changing their occupations, but 

most are simply adding this new high-skill trade to their portfolio of income generating activi-

ties—a common practice in risky environments among the poor and nascent “middle class” 

(Banerjee and Duflo, 2008, 2007). It could also indicate constraints on further business growth, 

though four years is a still short horizon to evaluate this claim. 

Another important observation is that the treatment group increases their labor supply in re-

sponse to the increase in capital, both men and women. Overall, these increases are consistent 

with individuals being constrained before the grant, as labor supply increases occurs in spite of 

the rising desire for leisure that comes with increased earnings.  

Finally, these enterprises are more likely to be formal. Treated individuals are 12 pp more like-

ly to keep records (a 39% increase over controls), 5.1 pp more likely to register their business (a 

34% increase) and 8.4 pp more likely to pay business taxes (a 40% increase). They are no more 

likely to have non-family employees, however. Web Appendix F describes these results. 
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5.3 Income and poverty 

These investments translate into large earnings gains after two and four years. To see this, 

Figure Vb displays CDFs of log real earnings by gender and treatment status, Figure VI displays 

the levels and trends over time for real earnings in levels and logs, and Table IV calculates ATEs 

for all, including difference-in-difference estimates for earnings.13 

Male earning levels are greater than female earnings in every period, the treatment effect ap-

pears to be large for both genders, and we see substantial catch-up by the control group between 

two and four years, primarily among males (Figure Vb). In the full sample, monthly real earnings 

increase by UGX 17,785 (about $10) after two years and 19,878 ($12) after four years, corre-

sponding to 49% and 41% increases in income relative to the control group means (Table III). 

We cannot reject the hypothesis that the earnings ATE is equal at two and four years, or that it is 

the same for both genders. The ATEs on log earnings tell much the same story. 

A few additional points are worth noting. First, as noted above, the “wage” (technically, aver-

age earnings per hour of employment) is 0.17 log points greater in the treatment group, indicat-

ing an increase in productivity. Second, we see large earnings and wage gains in spite of the po-

tential program weaknesses: encouragement to invest in a narrow set of trades, a large number of 

people in one parish trained in a skill. Third, the different trades provide similar returns. Occupa-

tional choice of trade is endogenous to ability and other unobserved traits, and so trade-specific 

returns cannot be causally identified. Nonetheless, while earnings in male-dominated trades like 

carpentry are highest, tailoring and hairstyling still yield similarly high earnings whether a man 

or a woman is practicing (see Web Appendix G). Finally, a simple calibration exercise suggests 

that the bulk of the treatment effect is due to investments in physical capital (Web Appendix H). 

We also consider the effects on consumption in Table IV. The results echo the earnings re-

sults: after 4 years, the treatment group’s wealth index is 0.2 standard deviations (SD) greater 

than the control mean and short-term consumption increases by 14% relative to controls. Both 

treatment effects are greater for women (in absolute and relative terms) but not significantly so. 

Real savings also increase by 0.57 logs. Web Appendix F considers added economic outcomes.  

                                                
13 Gross and net cash earnings were measured at the 2-year endline, but only gross earnings were measured at base-
line. To approximate baseline net earnings, we apply the ratio of net to gross earnings at endline to the baseline data 
(roughly 0.75). Thus we must take Figure VI and the baseline differences-in differences estimate with some caution. 
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Finally, consistent with these income and wealth gains, the treated subjectively perceive 

themselves as doing economically better—14% more so after two years and 16% after four.  

5.4 Return on investment  

Overall, returns are high: The average treatment effect on net earnings in Table III represents 

a 40% annual return on the average transfer per group member.14 This return may include added 

inputs, such as additional labor. If we adjust earnings to remove “wages” paid for hours worked, 

however, the treatment effect is larger on average.15 

These returns are large relative to the real commercial lending rates of 10 to 30% that appear 

to be common among medium-size firms in Uganda. They also approach the high average re-

turns to capital recorded from cash grants existing microenterprises in Sri Lanka, Mexico, and 

Ghana (de Mel et al., 2008; McKenzie and Woodruff, 2008; Udry and Anagol, 2006).  

5.5 How do economic impacts vary with the size of the cash grant? 

Recall there was a reasonable amount of (potentially endogenous) variation in grant size per 

person. In Table V we look at the (not causally identified) correlation between grant size per per-

son and a selection of outcomes. We consider five outcomes—the logs of real capital stock, earn-

ings, short-term expenditures, and savings, and a wealth index. Pooling both endlines, we regress 

each outcome on the log of the grant amount for treated groups only (controlling for demograph-

ic characteristics and baseline human and physical capital). A 1% increase in grant size is associ-

ated with an increase of 20% in capital stocks, 14% in earnings, 4% in short-tem expenditures, 

and 41% in savings, but a 0.54 SD decrease in wealth. The standard errors are wide, however, 

and so none of these estimates are statistically significant. One interpretation is that returns to 

investment are positive but diminishing in the size of the grant. It may also be that there are sig-

                                                
14 The average transfer amount was UGX 656,915 ($382) per group member and the monthly real earnings ATE is 
17,785 ($10.33) after two years and 19,878 ($11.55) after four, all in 2008 real terms. These treatment effects are 
reasonably constant, so it might be fair to suggest the grant yields a constant real earnings impact of UGX 18,831 
(the average of the two treatment effects). If we ignore heterogeneity in transfer amounts received, the ATE repre-
sents a monthly return of 2.87%—an annual rate of return of 40.4%.  
15 We do not have data on wages for all, and so we use data from the control group to predict a wage for each indi-
vidual based on age, gender and education. We calculate a measure of Adjusted earnings for all treatment and con-
trol individuals by subtract from net earnings the product of the estimated wage and total employment hours (see 
Web Appendix F). The 2-year ATE for males and females is UGX 18,110 and the 4-year ATE is UGX 27,835. 
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nificant market barriers to expansion, or that grant recipients face other barriers to expanding 

their business. Alternatively, the results could reflect precautionary savings or for investment in 

alternative future businesses should this one fail. 

5.6 Robustness and bounding 

The asset stock and net earnings ATEs are robust to alternative specifications, including the 

omission of all control variables, an intent-to-treat ATE, weighting schemes, and relaxation of 

the top-coding of extreme values (Web Appendix I). Generally the size and the significance of 

results do not change. An exception is the change in top coding: eliminating top coding increases 

the ATE. Hence the estimates reported in Tables II to IV are the more conservative ones. 

The same qualitative conclusions and statistical significance also hold for treatment effects at 

the median and other major quantiles. The median treatment effect on net earnings is UGX 

8,200, approximately half the ATE (see Web Appendix I for details). 

We also bound the treatment effects for potential attrition bias. Attrition is relatively unsys-

tematic and uncorrelated with treatment (Web Appendix I). Nonetheless, the ATE can be over-

stated if unfound treatment individuals are possess lower potential returns than unfound controls. 

To bound the ATE, we impute outcome means for the unfound individuals at different points of 

the found outcome distribution. The most extreme bound, similar to Manski (1990), imputes the 

minimum value for unfound treated members and the maximum for unfound controls. Following 

Karlan and Valdivia (2011), we also calculate less extreme bounds for several variables, includ-

ing net earnings. Detailed results are in Web Appendix I. In general, the ATE is robust to highly 

selective attrition, such as the assumption that attritors in the control group have the mean plus 

0.25 SD better outcomes). Manski bounds include zero, however. 

6 Impact heterogeneity: Lessons for credit constraints, gender, and groups  

6.1 The role of credit constraints   

To the extent credit constraints restrict our sample, our model suggests we should also ob-

serve the following patterns: (i) investment and earnings ATEs will be higher among the “most 

constrained”—those initially without a vocation, with low capital/wealth, and the more risk 

averse; and (ii) these ATEs will be higher among those with the highest ability (i.e. highest po-
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tential returns), the more patient, and the least risk averse. Irrespective of credit constraints, we 

should also observe: (iii) investment and earnings increase with baseline capital/wealth, ability, 

and patience.16  Impact heterogeneity is not identified, however, and can only provide suggestive 

support for (or against) the model. This experiment has four advantages, however: ex-ante pre-

dictions generated by past studies, a large sample size, a long horizon, and rich baseline data. 

Table VI examines impact heterogeneity on logged real earnings (Web Appendix J shows 

very similar results with investment). We look at heterogeneity along five dimensions: (1) an in-

dicator an Existing skilled trade at baseline; (2) a Working capital z-score summarizing initial 

asset wealth, savings and lending, and perceived credit access; (3) a Human capital z-score 

summarizing education, working memory, and health; (4) a Patience z-score summarizing 10 

self-reported measures of patience, and (5) a Risk aversion z-score summarizing eight self-

reported attitudes to risk.17 We examine each form of heterogeneity individually and altogether. 

(Individually the test may be higher powered, while altogether is lower powered but less biased.) 

Column 1 considers the full sample, while the remaining columns look only at those without a 

skilled trade. 

First, those with a vocation at baseline have 0.76 logs greater real earnings (Column 1). As 

predicted, treatment has a smaller impact on these existing entrepreneurs: the coefficient on the 

interaction is negative, large, significant and nearly as large as the ATE (-0.858 logs).  

Second, as predicted, treatment effects are highest among the most credit constrained. Those 

with more capital have higher earnings: a one SD increase in initial working capital and credit 

access is associated with much higher earnings (0.517 logs, in Columns 1 and 2). But the coeffi-

cient on the interaction terms is large and negative: -0.195 logs in the full sample (Column 1) and 

-0.244 logs among those without an existing vocation (Column 2). These are statistically signifi-

cant. When we include all interactions, however, the magnitude of the coefficient stays the same 

but we lose statistical power (Column 6). 

                                                
16 These predictions parallel a one-period model of grants from de Mel et al. (2008) and a two-period model of mi-
crofinance by Banerjee et al. (2013). The former finds some support for their predictions. 
17 These indices are weighted averages of survey questions measured at baseline, with the exception of patience 
questions, which were asked at the 2-year endline (these exhibit no treatment effects, however, and so we treat the 
endline patience measure as time-invariant). Within the control group, these indices of working capital, ability, pa-
tience and risk all have the expected relationship with endline economic success. See Web Appendix B for details. 
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Third, the human capital results are only somewhat consistent with the model’s predictions. A 

1 SD increase in human capital is associated with 0.33 logs greater earnings, as one would expect 

(Column 3). But higher ability individuals are less responsive to treatment—the opposite of what 

the model predicts. The effect gets smaller and less significant when all interactions are included 

(Column 6) but remains negative. One possibility is that our measures of educational attainment, 

digit recall, and physical health are poor proxies for true entrepreneurial ability in Uganda. 

Fourth, patterns of patience are somewhat consistent with our predictions. A 1 SD increase in 

the patience index is associated with 0.507 logs higher earnings (suggesting the measure captures 

some meaningful variation). Whether the more patient also respond more to treatment as predict-

ed depends on whether we look at the patience interaction alone or with all other interactions. 

Alone, the interaction coefficient is -0.135 logs, but controlling for other interactions it has the 

opposite and expected sign, at 0.324 logs. Neither is statistically significant, however. If it were 

merely the case that patience is poorly measured, we would not expect the non-interacted term to 

be so significant. It may be that patience plays less of a role given the design of the program 

(proposals and group decision-making). 

Finally, patterns of risk aversion are also consistent with our predictions. A 1 SD increase in 

risk aversion is associated with a 0.259 lower response to treatment, indicating the risk averse are 

less likely to make investments. Interestingly, higher risk aversion levels are associated with 

higher earnings overall.  

6.2 Male versus female returns: Are females more constrained? 

One of the most striking results is the difference in performance between men and women in 

the control group. We can see this pattern most clearly in in Figure VI, but also Tables II and IV. 

Male controls see their investment and earnings grow over time, more or less keeping pace with 

the treatment group. Treated males have a persistent lead in absolute terms, but this lead shrinks 

between two and four years in relative terms, largely because male controls accumulate capital 

stock and increase earnings. Specifically, looking at capital stock, treated males have a capital 

stock 167% greater than control males after two years but just 41% greater after four (Table II). 

Treated males also see sustained earnings growth, with the biggest increase in the first two years 

(Figure VI). Male controls keeps pace with the treated and may even be slowly closing the gap. 
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For males, this pattern is consistent with the idea that credit constraints slow investment as the 

capital must first be saved. 

In contrast, women in the control group report stagnant capital stocks and earnings over the 

full four years. Treated females have a stock 108% greater than control females after 2 years and 

again 108% greater after four (Table II). We see no evidence of catch-up among the female con-

trol group. The log estimates suggest mild increases in stocks among female controls, but the 

control group catch-up still seems to be driven primarily by males.18 Meanwhile, women in the 

control group actually crease their hours of non-agricultural employment in favor of agricultural 

work (Table III) and show almost no change in real earnings levels (Figure VIa and Table IV). If 

we use the log earnings figures (Figure VIb and Table IV) female control earnings look less 

stagnant, and more of the earnings growth is found in the first two years. But the pattern still 

suggests more divergence between treatment and control females than their male counterparts.19 

What accounts for the difference between male and female controls? The theory and hetero-

geneity analysis suggests investment and earnings are increasing in an individual’s initial access 

to capital and credit, patience and, to a lesser extent, stock of human capital. Our evidence sug-

gests that women have less of all three. 

We compare male and female access to capital and patience in Table VII, among all at base-

line and controls at the 2-year endline. We regress each variable on a female dummy, controlling 

for district. The male mean is listed at the base along with the relative difference with women. 

First, women have 0.274 SD lower levels of human capital, especially formal education. 

Women are 14 to 24% percent less likely than males to have access to small and large loans. At 

baseline women are also more likely to have outstanding debt, and their debts are larger when 

they have them (one reason they may be constrained from obtaining further credit). Their savings 

and wealth are not significantly lower at baseline, but their earnings are about 20% lower than 

                                                
18 The level ATE also shrinks because the estimated value of the treated group’s capital stock falls between two and 
four years, from roughly UGX 770,000 to 593,000 (the sums of the control means and the ATE). This fall mainly 
reflects changes in a few influential observations, since the log of the treated group’s stock shows no decline (the 
sums of the control means and the ATE increase 0.12 log points). There may also be substantive reasons for a fall, 
however; it could represent initial overinvestment and a correction over time, or limits on the entrepreneurs’ ability 
to replace lumpy assets as they depreciate. Or it could indicate respondent errors in estimating asset values.  
19 The difference-in-difference estimate for female log earnings is positive between 2 and 4 years (not shown). 
While not statistically significant, it is a log point greater than the male estimate, and this gender gap is significant. 
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males at baseline—an important source of start-up and ongoing capital in the absence of credit.  

Higher female credit constraints could be due to lower levels of human capital and employment, 

or different age profiles. When we add these as controls (not shown), the results are similar. 

Second, while differences in credit and capital appear to be important, women may also be 

more present-biased than males, and hence be less likely to make investments. Studies of estab-

lished female entrepreneurs have hypothesized that such differences in time preferences could 

account for low female returns to cash but high returns to in-kind capital (Fafchamps et al., 

2011). Our patience index is about 0.11 SD lower for control women than men. It is hard to be-

lieve, however, that this is the cause of laggard performance among control women. After all, 

women invest just as aggressively as men and earn just as high returns when treated, as we saw 

above. Whatever role patience plays in overall performance, unless “the patience constraint” 

women face is relieved through the treatment, patience differences alone cannot explain the lag-

gard performance of female controls. While the group design of NUSAF could act as a commit-

ment device for the initial investment, after four years we would expect the impatient to have 

divested or depreciated their business assets. Yet after four years women’s capital has grown and 

continues to grow. Thus we are skeptical that female impatience is a binding constraint. 

6.3 The effect of groups 

So far our assessment of the effect of the group organization of the intervention has been 

largely speculative. Unfortunately this feature could not be varied, randomly or otherwise. But 

analysis of the heterogeneity provides some insights.  

First, the evidence runs against concerns that group leaders or elites could capture the grants. 

Among non-leaders in treated groups, 90% said they felt the grant was equally shared, and 92% 

said the leaders received no more than their fair share. Most of the remainder reported that im-

balances or capture was minor. We can check these responses by examining whether group lead-

ers received more training, have higher capital stocks, or greater earnings (after accounting for 

differences in human and physical capital, patience, and risk aversion). Members of the group 

management committee report roughly 20% greater training hours than non-leaders, but endline 

capital stocks and earnings are roughly the same (regressions not shown). 

Second, groups could have positive effects on performance, either because they act as a com-

mitment device in initial spending of the grant, or because there is learning, shared capital, or 
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other production complementarities. It is difficult to test these propositions individually, but het-

erogeneity patterns suggest that members of the most functional groups at baseline have the 

highest investment and earnings—evidence in favor of positive group effects.  

In Table VIII we look at the effect of baseline group characteristics on investments and earn-

ings: an indicator for whether the Group existed prior to YOP; a quality of the Group dynamic 

index (a z-score based on group members’ assessments of the group’s level of trust, cooperation, 

loyalty, inclusiveness, and equity); Group size; Proportion female; and a Group heterogeneity 

index (a z-score of the standard deviation of group member education, wealth, and age). For each 

dependent variable, we first look at the correlation between these group characteristics and per-

formance in the treated (odd-numbered columns), then the treatment heterogeneity ion the full 

sample (even-numbered columns).  

The most significant finding: A standard deviation increase in the dynamic is associated with 

an increase in the ATE of 0.408 logs for capital stock and 0.297 logs for earnings after two years. 

Moreover, the capital and earnings ATEs are lower in more heterogeneous groups (though the 

results is not significant for earnings). Group size, prior existence, and female domination have 

little robust association with investment and earnings.  

We cannot interpret this heterogeneity causally, as more able or forward-looking individuals 

may have formed higher-quality groups. That said, we account for these initial characteristics as 

best we can with our control variables. Thus, the association between more cohesive and cooper-

ative groups and individual economic performance suggests the group design probably succeed-

ed in acting as a commitment device and generating group learning and other complementarities. 

6.4 The effect of the proposal and potential monitoring 

The fact that groups had to put together a proposal on how they would use the funds adds an 

additional complication to this study, one that may make the transfer seem somewhat condition-

al. There was no official monitoring in the program design. The NUSAF program had been oper-

ating for several years at the time of the study, and had a reputation for misused funds and poor 

compliance, and so the absence of official monitoring should have been widely understood. 

Nonetheless, the act of writing the proposal may have created a individual, group or community 

norm of compliance, and a reluctance to violate it. Can this account for the high rates of invest-

ment? We are unable to evaluate this possibility in the NUSAF YOP program. However, a sub-



27 

 

sequent cash grants evaluation in northern Uganda, by one of the authors, randomly varied 

whether foreknowledge of official monitoring and follow-up by the granting organization chang-

es investment levels or patterns. For the most part, it does not. Monitoring induces a small de-

crease in the purchase of durable assets and a small increase in spending on business assets., and 

no effect on consumption of the grant or unspent funds (Blattman et al., 2013).  

7 Is there evidence of social externalities? 

Idle hands do the devil’s work, the saying goes. This folk wisdom is pervasive in policy, and 

so enhancing social cohesion and stability is a common rationale for poverty programs (Kristof, 

2010; World Bank, 2012). Indeed, it was one of the three core aims of NUSAF.  

A large social, political and economic literature supports this folk wisdom, suggesting that 

poverty alleviation has social externalities. First, empirical work associates employment with 

social cohesion. In the U.S., incomes and employment have long been associated with participa-

tion in civic life (e.g. Verba and Nie, 1972). Within and across developing countries, moreover, 

there is a also correlation between employment and levels of trust, civic participation, and sup-

port for democracy (Altindag and Mocan, 2010; Wietzke and McLeod, 2012; World Bank, 

2012). This literature has two challenges, however. One, it is weakly theorized. Moreover, there 

is little evidence these correlations are causal. Nonetheless, the view is pervasive. 

 Second, a range of theories argues that poverty and unemployment raise the risk of social in-

stability. In the canonical economic model, poverty lowers the opportunity cost of participation 

in riots, crime and conflict (e.g. Becker, 1968; Collier and Hoeffler, 1998; Ehrlich, 1973; 

Grossman, 1991). Another body of theory posits that poverty, especially relative poverty, pro-

vokes a sense of injustice and frustrated ambitions, and with it a desire to retaliate.20 Finally, a 

psychology literature argues that under stress, including economic stress, people are more likely 

to respond to bad stimuli with aggression (Berkowitz, 1993). While these theories operate at dif-

                                                
20 Much of this evidence comes from historical and ethnographic studies of conflict (e.g. Gurr, 1971; Scott, 1976; 
Wood, 2003). Related is the sociological concept of anomie, whereby poverty and underemployment increases al-
ienation and a lack of purpose, and hence leads to deviance, delinquency and crime (Durkheim, 1893; Merton, 
1938). This view is consistent with experimental economic evidence that people will pay to punish perceived inequi-
ty or slights (Fehr and Schmidt, 1999), as well as theories of ‘expressive’ collective action, which hypothesize that 
the collective action problem is solved when people place intrinsic value on action itself (e.g. Downs, 1957). 
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ferent levels and articulate different mechanisms, all predict an inverse causal relationship be-

tween poverty and social cohesion, aggression, and stability.  

Unfortunately the existing literature offers no causal evidence on the social impacts of poverty 

relief or job creation, especially at the micro level. Experimental poverty programs seldom 

measure these behaviors, and the few that do have failed to find a causal link (Berman et al., 

2011; Blair et al., 2013; Blattman and Annan, 2011). A number of regional and cross-country 

analyses link economic shocks to national-level violence, but the generalizability of these results 

is uncertain (Blattman and Miguel, 2010). Northern Uganda, which only recently emerged from 

two decades of political instability, is a useful setting to study such social returns. Measuring po-

tential social externalities was one of the main and more novel objectives of this study.  

7.1 Data and measurement 

The survey collected data on more than 50 socio-political variables, largely drawn from the 

authors’ prior studies of post-war social, political and community integration and mental health 

among northern Uganda youth (Annan et al., 2011, 2009; Blattman and Annan, 2010). The use 

of pre-existing instruments strengthens credibility of measurement. All are self-reported rather 

than observed measures of behavior, however, leading to concerns of measurement error. But 

this should not bias our estimates, but rather increase standard errors. 

To simplify analysis and avoid cherry-picking of results, we collect the variables into pre-

specified conceptual “families” and create additive indices standardized as z-scores (Kling et al., 

2007). Each family index has zero mean and unit standard deviation. Web Appendix K describes 

measurement and summary statistics for the individual components. 

First, we consider an Index of kin integration that is an additive index of four survey measures 

of marriage, family support, household in-fighting, and relations with elders.21 Second, we cap-

ture broader social integration by an Index of community participation based on 10 measures of 

associational life, namely participation in community groups, meetings, collective action, and 

leadership. At four years we also have an Index of contributions to community public goods 

based on seven different types of public goods. 

                                                
21 Low levels of integration at this kin level could reflect the sociological concept of anomie discussed above. It 
could have more direct economic origins as well. In Africa, young adults who cannot contribute to the household or 
kin may find themselves dislocated from these networks, which could reduce constraints on anti-social behavior. 
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Third, we create an Index of aggression and disputes based on eight forms of self-reported 

hostile or aggressive behavior and disputes with neighbors, community leaders, and police. At 

the 4-year survey, we expand data collection and collect 18 additional self-reported anti-social or 

aggressive behaviors. These measures were rooted in psychological survey instruments on U.S. 

populations (Buss and Perry, 1992) and were adapted to the Ugandan context by the authors.22 

Finally, also at four years, we have measures of peaceful and non-peaceful political attitudes 

and participation. We measure an Index of electoral participation based on 6 forms of political 

action around the 2011 election (such as registering and voting) and an Index of partisan politi-

cal action based on four forms of express party support (such as attending a rally). Last, we have 

an Index of protest attitudes and participation based on 7 measures of participation in and atti-

tudes around the largely violent post-election protests in Uganda (discussed further below). 

Several of these measures have small, positive, non-experimental correlations with earnings, 

wealth and employment in our panel, consistent with the correlations found in the broader litera-

ture (see Web Appendix K for details). The large economic impacts of this program, however, 

offer a more convincing causal test. 

7.2 Results 

Overall, we see limited and weak evidence of a positive social impact on males after two 

years, and none whatsoever after four years. Table IX presents ATEs for the main outcome fami-

lies. The point estimates are typically close to zero, and standard errors on these z-scores are typ-

ically small (less than 0.10 or 0.05 SD) suggesting we can rule out medium to large changes.  

First, treatment is associated with little change in kin integration: a 0.012 SD decline after two 

years and a 0.048 SD increase after four, with neither change statistically significant. Looking at 

individual components (Web Appendix K), there is no significant change in family support or 

marriage, but a slight (0.05 SD) yet significant reduction in family disputes and a slight (0.07 

SD) but only weakly significant decline in relations with elders. 

Turning to community participation, treatment is associated with a small and temporary in-

crease: a 0.097 SD increase after two years (significant at the 10% level) and an insignificant 

                                                
22 These were adapted by extensive pretesting by the authors and differ significantly from the original U.S. ques-
tionnaires. We are not aware of validated or standardized measures adapted to the African context. 
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0.01 SD increase after four. The effect at two years is mainly driven by a small and weakly sig-

nificant increase in whether the youth is a community leader (a mobilizer) or speaks out at com-

munity meetings. None are apparent after four years. We also have a measure of contributions to 

community public goods (roads, water, schools, etc.) at the four-year mark. The treatment effect 

is positive (0.02 SD) and not statistically significant. 

We next examine interpersonal aggression and disputes. As we would expect, aggression is 

not common in the sample: the incidence of any one type of dispute (e.g. with neighbors, com-

munity leaders, or police) or of specific self-reported hostile or anti-social behaviors (e.g. threat-

ening others, use of abusive language) is low (Web Appendix K). Roughly 5% of the sample, 

however, report frequent and high levels of aggression across a number of measures. Looking at 

males and females together, aggression declines 0.073 SD after two years and rises 0.05 SD after 

four, but neither effect is significant. When we disaggregate by gender, however, we see an unu-

sual pattern at two years: a 0.20 SD decline among males, and a 0.18 SD increase among fe-

males, both significant at least at the 5% level. If we look ATEs for the individual components, 

the ATE is driven mainly by fewer reported disputes with neighbors, community leaders, and 

police (Web Appendix K). This two-year finding motivated in-depth investigation of aggression 

and disputes after four-years. Using the same measures and index, however, the pattern disap-

pears at four years—the point estimate for both males and females is small but positive.  

We also expanded our measures of aggression to include a wider number of aggressive and 

anti-social behaviors. This expanded index shows close to a zero ATE for either gender. One in-

terpretation is that the male decline and female rise in aggression was temporary. A second is 

that the two-year finding is anomalous, especially because it was only observed in subgroups, 

and because few of the other measures showed any change at two years of any magnitude.  

Finally, we consider political participation and behavior, related to the 2011 election and pro-

tests. The four-year survey took place a year after a contentious national election, where incum-

bent President Museveni was reelected for a third term. Voting itself was relatively and peaceful 

but the campaign was marred by intimidation of the opposition (European Union, 2011). Elec-

toral participation tends to be high, with 91% saying they voted in the Presidential election and 

87% in the district election, and roughly half saying that they attended gatherings to discuss the 

issues. We see little impact of treatment: overall, the treated have an index 0.04 SD higher than 

controls. This impact increases slightly to 0.10 SD among males, significant at the 10% level 
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(Table IX). Looking at the individual components, this weak effect seems to be driven mainly by 

a slightly higher propensity to have voted in the district-level election. 

We see little change in levels of political participation. In a separate paper, we explore the ef-

fect of the program on support for Museveni and his government, and levels of partisan political 

action (Blattman et al., 2012). In brief, the treated are no more likely to support the government.  

Finally, we see little difference in protest attitudes and behavior. Following the 2011 elec-

tions, as well as the Arab Spring protests, the main opposition leader called for nationwide pro-

tests. Marches were held in the capital and many towns, including several in the north. Some 

turned into mild to major rioting and looting, most conspicuously in Gulu, the largest northern 

town. Police repressed the rioters and marchers, with some loss of life (Human Rights Watch, 

2012). The protests themselves tended to be held in major towns, whereas NUSAF was more ru-

ral, so only 2-3% of our sample actively participated. Nearly half the sample, however, said they 

felt the protests were justified, nearly a quarter said the violent tactics were justified, and roughly 

a tenth said they wished there had been a protest in their district and that they would attend, even 

if it turned violent. We assemble these protest attitudes and participation into an index, and the 

treated have a mere 0.008 SD lower index than controls. Looking across seven component 

measures, all of the ATEs are close to zero in absolute and relative terms and none are statistical-

ly significant (including actual participation). Thus we see no evidence that these large changes 

in well-being—changes directly attributed to a government program—reduce the likelihood of 

participating in anti-government protests or holding anti-government attitudes. 

8 Discussion and conclusions 

This paper explores a longstanding question about the process of development: whether capi-

tal market imperfections hold back occupational choice, income and employment growth, and 

the shift from agriculture to non-agriculture. It does so by looking at a surprisingly controversial 

development intervention: the cash transfer. In Making Aid Work, Banerjee (2007) laments that, 

“it is an item of faith in the development community that no one should be giving away money”.  

This paper’s results imply this bias against cash is unwarranted. In Uganda, grants are typical-

ly invested and yield high returns in new, skilled trades. High returns have been noted elsewhere, 

but mainly among existing entrepreneurs and mostly males. We show the same is possible 
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among the poor and unemployed. Skilled trades are still only a fraction of their overall activities 

after four years, but represent their major source of earnings and productivity growth. 

Another notable finding is the high returns to cash even among poor, unemployed and rela-

tively uneducated women. This contrasts with the emerging literature that finds returns among 

female entrepreneurs to be low. While the context and population in this study are different, we 

believe our longer horizon is important: the treatment effects on females are greatest after four 

years. Hence the importance of longer term data. 

Our results also stress the importance of credit constraints in poverty and occupational choice, 

supporting a large body of theory (Banerjee and Newman, 1993; Levine, 1997). Note, however, 

even the best microfinance institutions are unlikely to replicate our impacts: even if entrepre-

neurs accept the risk, loan terms are seldom longer than a few months, and microfinance interest 

rates (unlike commercial rates) often exceed the rates of return we observe by an order of magni-

tude. The expansion of existing finance models will not spur informal sector growth unless 

transaction costs fall, lending periods lengthen, and repayment schedules allow some delay.  

Finally, our results present an optimistic picture of vocational training in low-income coun-

tries. Looking across the dozens of evaluations, most conclude that job-training seldom passes a 

cost-benefit test (Card et al., 2009; Cho et al., 2013; Heckman et al., 1999). The training pro-

grams most studied in poor countries relate to business skills and financial literacy, but these 

non-technical skills appear to yield tepid results (McKenzie and Woodruff, 2012). The biggest 

difference between this intervention and most others is the availability of capital for start-up 

costs. Our theory and evidence suggest this capital was essential. 

Finally, we see little evidence of social externalities from this intervention. Our assessment 

has limitations, however. There were no major episodes of unrest to measure. We also did not 

measure every possible externality, especially collective or general equilibrium changes that ac-

company broader structural change. Nonetheless, the absence of any change on the individual 

margin runs counter to many expectations, including opportunity cost theories of conflict. It sug-

gests that the case for these public investments should be made on the economic returns alone.  

We see several priorities for future research. First is long-term tracking of experimental sam-

ples. Second is the question whether high investment levels were a product of the program de-

sign of NUSAF: pre-commitment to invest the funds (however unenforced), and disbursement to 
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groups. A separate study in Uganda by one of the authors suggests, however, that there is little 

change in investment patterns due to supervision and accountability (Blattman et al., 2013).  

A third important is whether the absence of social externalities generalizes to other contexts, 

especially to “high-risk” populations. This too is being explored with ongoing experiments, in-

cluding studies with ex-combatants being remobilized for warfare (Blattman and Annan forth-

coming), and street youth mobilized for crime and rioting (Blattman, Jamison and Sheridan 

forthcoming). Preliminary results, however, suggest little poverty-violence causal link. 

In the meantime, cash grant programs are becoming more prevalent. Besides a growing num-

ber of government and World Bank programs, there are examples such as GiveDirectly, an inter-

national NGO founded by economists, which distributes unconditional cash via mobile phone to 

poor households. It has been rated as the #2 “top charity” in the world as one of the most effec-

tive ways to donate aid. “Strong evidence,” they argue, “indicates that cash transfers lead recipi-

ents to spend more on their basic needs (such as food) and may allow recipients to make invest-

ments with very high returns, with no evidence of large increases in spending on items like alco-

hol or tobacco” (GiveWell, 2012). Our results suggest this enthusiasm is warranted, a change in 

perspective that, if true in general, could and should provoke one of the most dramatic transfor-

mations of foreign aid and state poverty alleviation in generations. 
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Figure I: Location of study communities 
i. Districts participating in the study (2006 boundaries) 

 
ii. Number of study communities (treatment and control) per parish 

 
Notes: Gaps in administrative data mean that 20 villages are linked to a district but not a parish. Of the 26 parishes 
with three or more groups per parish, just six parishes have 4+ groups.   

Uganda Districts with Study Groups

±
District Eligible for Study Group

Uganda Study Groups, by Parish

±
Districts with Study Groups
1 Group in Parish
2 Groups in Parish
3 or more Groups in Parish
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Figure II: Impact of cash transfers on occupational choice (No existing entrepreneurs) 
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Figure III: High versus low ability individuals (No existing entrepreneurs) 
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Figure IV: Existing versus budding entrepreneurs, with equal levels of starting capital 
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Figure V: Cumulative distributions of capital and earnings, by treatment status and gender 
i. Real value of business assets 

 
ii. Real net earnings  
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Figure VI: Earnings trends, by treatment status and gender 
i. Real net earnings (top-coded at 99th percentile) over time 

 
 

ii. ln(Real net earnings) over time 
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Table I: Key outcome summary statistics and treatment-control differences
(1) (2) (3) (4) (5) (6)

Main outcomes Control Treatment Difference† Control Treatment Difference†

Investments:

Hours of training received 48.94 378.32 338.345 -- -- --
214.47 474.17 [22.680]*** -- -- --

Real value of business asset stock (000s of UGX) 299.39 737.14 402.508 392.45 607.82 245.228
1,166.54 1,898.32 [84.823]*** 1,175.50 1,438.57 [67.146]***

Occupation and employment:

Main economic activity is non-agricultural 0.32 0.43 0.094 0.29 0.38 0.085
0.47 0.50 [0.026]*** 0.45 0.49 [0.025]***

Skilled employment indicator 0.34 0.63 0.301 0.42 0.67 0.240
0.48 0.48 [0.026]*** 0.49 0.47 [0.025]***

Avg of agricultural work per week 14.26 13.53 -0.880 19.21 18.98 0.222
16.75 19.09 [0.898] 20.00 20.51 [1.103]

Avg hours of non-agricultural work per week 14.59 20.03 5.757 16.50 21.48 4.844
24.39 24.58 [1.311]*** 25.40 27.05 [1.426]***

Avg employment hours per week 39.92 42.28 2.405 46.47 50.59 4.942
29.34 30.18 [1.465] 31.27 32.86 [1.602]***

Earnings and poverty:

Real net cash earnings (000s of UGX) 36.10 51.40 15.680 47.90 65.43 19.744
80.30 97.48 [4.376]*** 92.27 106.67 [5.414]***

Index of wealth (z-score) -0.05 0.04 0.104 0.16 0.33 0.168
0.95 1.01 [0.054]* 1.05 1.07 [0.064]***

Short term expenditures (000s of UGX) -- -- -- 51.67 55.72 6.358
-- -- -- 34.19 38.11 [1.901]***

Subjective well being (1-9 scale) 2.73 3.05 0.376 3.29 3.73 0.415
1.55 1.65 [0.078]*** 1.68 1.81 [0.089]***

Select secondary outcomes
Log of real value of other state/NGO transfers (000s of 
UGX) 5.56 5.81 0.124 -- -- --

2.30 2.73 [0.120] -- -- --

Average hours spent on chores per week 9.86 7.68 -2.379 10.08 8.75 -0.853
17.02 14.13 [0.846]*** 17.61 16.29 [0.993]

Avg. hours spent on high-skill activities per week 6.78 11.83 5.404 7.23 11.99 4.714
17.80 19.03 [0.959]*** 17.14 19.68 [1.060]***

Log of value of all current savings 7.70 8.26 0.570 -- -- --
3.45 3.55 [0.172]*** -- -- --

Keeps records of expenses and revenues 0.31 0.41 0.120 0.26 0.39 0.119
0.46 0.49 [0.025]*** 0.44 0.49 [0.025]***

Formally registered a business 0.15 0.19 0.057 0.11 0.17 0.064
0.36 0.39 [0.020]*** 0.32 0.37 [0.020]***

Pays business taxes 0.21 0.28 0.081 0.22 0.31 0.087
0.41 0.45 [0.025]*** 0.42 0.46 [0.024]***

Has employees 0.49 0.46 -0.014 -- -- --
0.50 0.50 [0.027] -- -- --

Log of average earnings per hour ('000s of UGX) -1.59 -1.50 0.095 -1.58 -1.46 0.173
1.42 1.35 [0.086] 1.33 1.39 [0.079]**

All UGX-denominated outcomes were censored at the 99th percentile to contain potential outliers
*** p<0.01, ** p<0.05, * p<0.1 

2-year endline (N=2006) 4-year endline (N=1869)

† Calculated by a regression of the outcome on assignment to treatment and randonimzation strata (district) fixed effects, with robust 
standard errors clustered at the group level 
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Table II: Average treatment effects on skill and capital investments, overall and by gender

(2) (3) (4) (5)

2Y 2Y 4Y 2Y 4Y 2Y

ATE (All) 389.2 471.0 200.6 1.842 1.033 0.149
Std. Err. [23.798]*** [91.784]*** [74.421]*** [0.197]*** [.181]*** [0.135]
Control mean 48.9 299.4 392.4 9.236 10.17 5.564
ATE as % of mean 795% 157% 51% 519% 176% 15%

Male ATE 384.3 601.3 217.9 1.92 0.889 0.182
Std. Err. [24.325]*** [125.665]*** [104.847]** [0.241]*** [.223]*** [0.160]
Control mean 40.7 360.7 532.3 9.396 10.5 5.588
ATE as % of mean 944% 167% 41% 563% 137% 18%

Female ATE 399.0 207.8 165.8 1.685 1.31 0.083
Std. Err. [44.226]*** [102.086]** [65.275]** [.342]*** [.291]*** [.231]
Control mean 62.4 192.6 153.2 8.937 9.61 5.523
ATE as % of mean 640% 108% 108% 409% 255% 6%

Female - Male ATE 14.7 -393.5 -52.1 -0.235 0.421 -0.099
Std. Err. [46.473] [160.109]** [118.927] [0.418] [.358] [0.273]

Observations 1997 1996 1865 1996 1865 2003

Robust standard errors in brackets, clustered by group and stratified by district. 
All ATEs are averagre treatment effect on the treated (ATT)
Omitted regressors include an age quartic, district indicators, and baseline measures of employment and human and working capital.
*** p<0.01, ** p<0.05, * p<0.1 

(1) (6)

Log of real value 
of other 

state/NGO 
transfers

Hours of 
training 
received

Real value of business 
asset stock (000s of UGX)

ln(Real value of business 
asset stock)
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Table III: Average treatment effects on employment and occupational change, overall and by gender

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (9) (10)

2Y 4Y 2Y 4Y 2Y 4Y 2Y 4Y 2Y 4Y 2Y 4Y

ATE (All) 0.108 0.098 0.337 0.275 -1.080 -0.435 6.468 5.381 5.927 5.265 3.616 5.254
Std. Err. [0.029]*** [.028]*** [0.029]*** [.029]*** [1.006] [1.193] [1.449]*** [1.54]*** [1.046]*** [1.102]*** [1.614]** [1.819]***
Control mean 0.309 0.280 0.344 0.424 14.26 19.21 14.59 16.50 6.781 7.228 39.92 46.47
ATE as % of mean 35% 35% 98% 65% -8% -2% 44% 33% 87% 73% 9% 11%

Male ATE 0.103 0.082 0.314 0.234 -0.807 -0.657 6.516 3.841 5.698 5.452 4.627 4.433
Std. Err. [0.034]*** [.033]** [0.034]*** [.033]*** [1.204] [1.504] [1.805]*** [2.018]* [1.358]*** [1.466]*** [1.891]** [2.091]**
Control mean 0.327 0.299 0.403 0.505 15.30 21.42 16.19 20.21 8.578 9.148 35.93 44.98
ATE as % of mean 31% 27% 78% 46% -5% -3% 40% 19% 66% 60% 13% 10%

Female ATE 0.12 0.132 0.383 0.354 -1.631 -0.012 6.378 8.361 6.388 4.906 1.578 6.832
Std. Err. [.049]** [.047]*** [.049]*** [.049]*** [1.606] [1.889] [2.223]*** [2.237]*** [1.425]*** [1.359]*** [2.826] [3.375]**
Control mean 0.322 0.246 0.242 0.291 12.55 15.54 11.78 10.43 3.620 4.069 46.79 49.01
ATE as % of mean 37% 54% 158% 122% -13% 0% 54% 80% 176% 121% 3% 14%

Female - Male ATE 0.017 0.05 0.069 0.12 -0.824 0.645 -0.138 4.52 0.690 -0.546 -3.049 2.399
Std. Err. [0.058] [.055] [0.057] [.057]** [1.915] [2.392] [2.782] [2.99] [1.916] [1.925] [3.311] [3.917]

Observations 2598 2598 1996 1861 1996 1861 1996 1861 1996 1861 1996 1861

Robust standard errors in brackets, clustered by group and stratified by district. 
All ATEs are averagre treatment effect on the treated (ATT)
Omitted regressors include an age quartic, district indicators, and baseline measures of employment and human and working capital.
All UGX denominated variables censored at the 99th percentile. 
*** p<0.01, ** p<0.05, * p<0.1 

Main occupation is 
non-agricultural

Total number of 
hours worked in the 

past week

Total hours spent on 
non-agricultural 
activities in past 

week

Total hours spent on 
agricultural 

activities in past 
week

Skilled employment 
indicator

Total number of 
hours worked in 

high-skill activities 
in the past week
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Table IV: Average treatment effects on earnings and poverty, overall and by gender

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

2Y 4Y 2Y 4Y 2Y 4Y 2Y 4Y 4Y 2Y 4Y

ATE (All) 17.8 19.9 0.916 0.846 0.145 0.171 0.1 0.202 7.277 0.369 0.528
Std. Err. [4.790]***[5.551]*** [0.151]*** [.154]*** [0.090] [.085]** [0.055]* [.064]*** [2.033]*** [0.087]*** [.1]***
Control mean 36.1 47.9 8.285 8.653 -1.593 -1.584 -0.0516 0.16 51.67 2.727 3.292
ATE as % of mean 49% 41% 147% 130% -9% -11% 14% 14% 16%

Male ATE 23.2 19.1 0.847 0.598 0.146 0.174 0.133 0.179 6.943 0.474 0.611
Std. Err. [6.512]***[7.318]*** [0.178]*** [.18]*** [0.106] [.104]* [0.070]* [.071]** [2.543]*** [0.106]*** [.116]***
Control mean 41.3 61.0 8.509 9.205 -1.536 -1.471 -0.0267 0.188 53.76 2.75 3.298
ATE as % of mean 56% 31% 130% 79% -10% -12% 13% 17% 19%

Female ATE 6.9 21.4 1.058 1.329 0.141 0.163 0.035 0.248 7.923 0.157 0.368
Std. Err. [6.643] [8.224]*** [.271]*** [.261]*** [.161] [.146] [.086] [.119]** [3.209]** [.149] [.187]**
Control mean 27.1 25.5 7.898 7.715 -1.707 -1.83 -0.0986 0.11 48.24 2.688 3.287
ATE as % of mean 25% 84% 178% 265% -8% -9% 16% 6% 11%

Female - Male ATE -16.3 2.4 0.211 0.731 -0.005 -0.011 -0.098 0.069 0.98 -0.317 -0.243
Std. Err. [9.531]* [11.058] [0.321] [.308]** [0.189] [.179] [0.109] [.136] [4.023] [0.181]* [.221]

Observations 1996 1861 1996 1861 1484 1466 1983 1848 1859 1994 1858

Robust standard errors in brackets, clustered by group and stratified by district. 
All ATEs are averagre treatment effect on the treated (ATT)
Omitted regressors include an age quartic, district indicators, and baseline measures of employment and human and working capital.
All UGX denominated variables censored at the 99th percentile. 
*** p<0.01, ** p<0.05, * p<0.1 

Subjective well 
being (1-9 scale)

ln(Real net cash 
earnings)

Log of average 
earnings per hour 

('000s of UGX)

Real net cash 
earnings (000s of 

UGX)

Index of wealth       
(z-score)

Short term 
expenditures 

(000s of 
UGX)
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Table V: Grant size per person as treatment

(1) (2) (3) (4) (5)

Log of real value 
of business asset 

stock

Log of real net 
cash earnings

Log of real 
value of short 

term 
expenditures

Log of real value 
of current 

savings
Index of wealth

ln(Grant size per person) 0.202 0.137 0.412 0.412 -0.054
[0.240] [0.167] [0.352] [0.352] [0.067]

Female -0.522 -0.547 -0.441 -0.441 -0.003
[0.198]*** [0.143]*** [0.269] [0.269] [0.063]

4Y endline dummy 0.137 0.380 0.314
[0.170] [0.123]*** [0.056]***

Human capital index -0.025 0.165 1.007 1.007 0.337
[0.153] [0.108] [0.186]*** [0.186]*** [0.046]***

Working capital index 0.142 0.315 0.470 0.470 0.357
[0.145] [0.116]*** [0.191]** [0.191]** [0.058]***

R-squared 0.141 0.080 0.197 0.197 0.217
Control Mean 9.698 8.466 7.611 7.611 0.0528
Treatment Effect Percentage 2% 2% 5% 5% --
Surveys 2Y & 4Y 2Y & 4Y 4Y 4Y 2Y & 4Y
Obs 1684 1682 871 871 1674

Robust standard errors in brackets, clustered by group and stratified by district.    
Omitted regressors include an age quartic and district indicators
All ATEs are averagre treatment effect on the treated (ATT)
*** p<0.01, ** p<0.05, * p<0.1
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Table VI: Treatment heterogeneity in earnings

(1) (2) (3) (4) (5) (6)

Full sample Those without an existing skilled trade

Treated 0.940 1.006 1.035 1.037 1.030 1.028
[0.154]*** [0.158]*** [0.158]*** [0.157]*** [0.158]*** [0.156]***

Female -0.731 -0.694 -0.640 -0.660 -0.708 -0.630
[0.102]*** [0.104]*** [0.108]*** [0.107]*** [0.106]*** [0.109]***

Treated X 4Y endline -0.037 -0.161 -0.156 -0.178 -0.185 -0.225
[0.211] [0.222] [0.223] [0.222] [0.223] [0.221]

4Y endline 0.383 0.430 0.425 0.421 0.434 0.446
[0.140]*** [0.147]*** [0.148]*** [0.148]*** [0.148]*** [0.147]***

Treated X Skilled trade -0.858
[0.368]**

Existing skilled trade 0.755
[0.225]***

Treated X Working capital index -0.195 -0.244 -0.230
[0.101]* [0.107]** [0.183]

Working capital index 0.517 0.517 0.456
[0.097]*** [0.102]*** [0.130]***

Treated X Human capital index -0.197 -0.079
[0.106]* [0.181]

Human capital index 0.331 0.144
[0.099]*** [0.128]

Treated X Patience index -0.135 0.324
[0.108] [0.235]

Patience index 0.507 0.245
[0.129]*** [0.164]

Treated X Risk Aversion Index -0.259 -0.266
[0.108]** [0.245]

Risk Aversion Index 0.461 0.501
[0.184]** [0.219]**

R-squared 0.095 0.090 0.085 0.087 0.085 0.096
Obs 3846 3532 3532 3531 3502 3502
Control Mean 8.466 8.376 8.376 8.376 8.376 8.376

*** p<0.01, ** p<0.05, * p<0.1

Log of real net earnings

Robust standard errors in brackets, clustered by group and stratified by district Omitted regressors include an age quartic, district 
indicators, and baseline measures of employmnet and human and working capital
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Table VII: Male-female differences in access to credit and other determinants of investment and returns

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Female dummy -0.076 -0.082 -0.029 -0.066 6.497 -11.937 37.885 -102.431
[0.016]*** [0.034]** [0.011]*** [0.029]** [3.790]* [9.672] [12.339]*** [64.387]

Male mean 0.391 0.583 0.121 0.309 16.65 49.13 91.76 244.5
Female dummy as 
% of male mean

-19% -14% -24% -21% 39% -24% 41% -42%

R-squared 0.069 0.032 0.039 0.053 0.023 0.040 0.074 0.103
Obs 5196 1111 5196 1100 5130 1128 1674 295

Human capital 
index Patience index

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Baseline, full 
sample

2Y survey, 
controls

Female dummy -2.879 -36.002 0.049 -0.050 -14.134 -11.842 -0.274 -0.112
[5.366] [12.091]*** [0.037] [0.068] [5.073]*** [5.311]** [0.032]*** [0.027]***

Male mean 26.61 83.91 -0.125 -0.0657 70.95 39.26 0.651 0.0679
Female dummy as 
% of male mean

-11% -43% -- -- -20% -30% -- --

R-squared 0.059 0.040 0.103 0.092 0.026 0.037 0.105 0.798
Obs 2574 1126 5196 1116 5196 1125 2598 1294

Robust standard errors in brackets, clustered by group and stratified by district. Omitted regressors includedistrict indicators.
*** p<0.01, ** p<0.05, * p<0.1

Real net cash earnings (000s of 
UGX)

Can get a loan of UGX 100,000 
($58)

Can get a loan of UGX 1 million 
($580)

Total value of outstanding loans 
(000s of UGX)

Total value of outstanding loans, 
conditional on a loan

Savings (000s of UGX) Index of wealth
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Table VIII: Investments and performance by group characteristics

(1) (2) (3) (4) (5) (6)

Treated All Treated All Treated All

Treated 217.230 2.556 0.803

[91.128]** [0.537]*** [0.448]*
Treated × Group existed prior to 
YOP

84.454 -0.309 0.156

[47.908]* [0.273] [0.222]
Group existed prior to YOP 
(indicator)

77.426 1.613 0.031 0.284 0.206 -0.001

[36.270]** [22.926] [0.189] [0.166]* [0.135] [0.145]

Treated × Group dynamic index 23.484 0.408 0.297

[17.883] [0.123]*** [0.101]***

Group dynamic index -9.013 -16.491 0.154 -0.145 -0.000 -0.236

[16.257] [8.954]* [0.093]* [0.093] [0.070] [0.080]***

Treated × Group size 2.340 -0.019 0.011

[3.223] [0.020] [0.016]

Group size -3.047 -1.949 -0.016 0.001 -0.002 -0.004

[2.664] [1.482] [0.015] [0.014] [0.011] [0.011]

Treated × % of group female 205.646 -0.474 -0.603

[85.771]** [0.519] [0.421]

% of group female 92.267 -92.868 -0.543 -0.014 -0.457 0.270

[87.134] [44.611]** [0.391] [0.342] [0.292] [0.288]

Treated × Group heterogeneity index -36.984 -0.253 -0.093

[23.535] [0.128]** [0.103]

Group heterogeneity index -28.215 -3.994 -0.127 0.013 -0.041 0.012

[19.557] [11.104] [0.089] [0.092] [0.071] [0.081]

4Y endline 0.212 0.896 0.359 0.384

[0.159] [0.165]*** [0.119]*** [0.139]***

Treated x 4Y endline -0.772 -0.016

[0.261]*** [0.210]

Inequality of grant distribution -12.565 -0.062 -0.115

[16.958] [0.093] [0.062]*

Level of leader capture -0.947 0.119 -0.143

[49.886] [0.310] [0.215]

R-squared 0.141 0.277 0.136 0.168 0.095 0.100
Obs 968 1979 1883 3825 1881 3821
Control Mean 48.94 48.94 9.698 9.698 8.466 8.466

Robust standard errors in brackets, clustered by group and stratified by district. 
Omitted regressors include an age quartic, district indicators, and baseline measures of employment and human and working capital.
*** p<0.01, ** p<0.05, * p<0.1

2 Year Endline Pooled Endlines

Hours of training received 
since baseline

Log of real value of business 
asset stock

Log of real net cash earnings
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Table IX: Average treatment effects on social outcome families

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Community 
public good 

contributions 
(Z score)

Anti-social 
behavior and 

dispute 
outcomes 

extended (Z 
score)

Electoral 
participation 
outcomes (Z 

score)

Protest 
attitudes and 
participation 

(Z score)

2Y 4Y 2Y 4Y 4Y 2Y 4Y 4Y 4Y 4Y

ATE (All) -0.012 0.048 0.097 0.010 0.021 -0.073 0.050 0.010 0.040 -0.008
Std. Err. [0.059] [0.053] [0.053]* [0.057] [0.058] [0.054] [0.051] [0.052] [0.056] [0.050]

Male ATE 0.042 0.008 0.085 0.084 0.059 -0.201 0.044 0.005 0.103 0.005
Std. Err. [0.065] [0.058] [0.060] [0.069] [0.070] [0.064]*** [0.061] [0.063] [0.061]* [0.063]

Female ATE -0.121 0.124 0.12 -0.133 -0.053 0.183 0.062 0.021 -0.085 -0.035
Std. Err. [.108] [.106] [.1] [.088] [.093] [.087]** [.089] [.094] [.108] [.098]

Female - Male ATE -0.163 0.116 0.035 -0.217 -0.112 0.384 0.018 0.016 -0.188 -0.040
Std. Err. [0.122] [0.120] [0.115] [0.107]** [0.113] [0.103]*** [0.107] [0.113] [0.122] [0.124]

Observations 2003 1865 2003 1865 1865 2003 1865 1865 1865 1865

Robust standard errors in brackets, clustered by group and stratified by district. 
Omitted regressors include an age quartic, district indicators, and baseline measures of employment and human and working capital.
All ATEs are averagre treatment effect on the treated (ATT)
*** p<0.01, ** p<0.05, * p<0.1 

Kin integration outcomes 
(Z score)

Community participation 
outcomes (Z score)

Anti-social behavior and 
dispute outcomes (Z 

score)




